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Amazon’s Glacier is a cloud storage offering designed for the storage of data which doesn’t require fast access or have a 
recovery time objective (RTO). Iron Mountain is a similar service for storing data offsite, but uses physical data tape 
storage from the customer’s data center unlike cloud storage approach of moving data directly from disk across wide 
area networks (WAN) into a remote, cloud storage facility.  
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Introduction 
One of the most common words to frequent conversations in the computer industry 
today is “cloud.” Seemingly, this single word would represent a singular approach, but 
that is far from the truth. There are many types of applications/uses for the cloud. There 
has been a major push to take software applications to the cloud (Software as a 
Service/SaaS). An even broader approach takes the compute process as well as 
applications to the cloud (cloud compute). One of the most popular uses for the cloud is 
transcoding and distribution – the ability to convert a single media file from its source 
format into multiple formats which allow the file to be played back on various devices 
such as tablets, smartphones, PCs, etc. — and then distribute it to users. Backing up files 
to the cloud has also become a popular process, especially for small data sets such as on 
smartphones or personal computers.  

A relatively new approach to cloud use involves backing up large data sets to the cloud. 
This holds great appeal for organizations wanting to move data offsite for disaster 
recovery. Cloud backup itself is not new. Smart phones and personal computers have 
used cloud backup services for many years to backup small amounts of data. What is 
new is attempting to move hundreds of terabytes, or even petabytes, to the cloud. The 
bandwidth to move large data sets, and more importantly restore large data sets, is 
both cost and performance prohibitive. In moving data to the cloud, the upload or 
backup process can be accomplished by “trickle feeds,” slowly moving small amounts of 
data until all data has been moved. If this approach is used for disaster recovery, a 
“trickle restoration” is insufficient when some form of disaster has wiped out an entire 
server, server groups, or an entire data center. It could take a week or more to restore 
100TB over a relatively fast internet connection. Amazon offers their Snowball and 
Snowmobile services for bulk upload, and this approach may have merit for some 
customers, but these products don’t significantly change the economics of cloud 
backup. 

This paper is designed to examine the true cost of storing data in the AWS Glacier Cloud 
versus in an Iron Mountain Storage Facility. To source data for this paper, we used 
Spectra Logic as a “real-world” example (Spectra uses both Amazon and Iron Mountain), 
and obtained actual quotes from both vendors. To allow users to make calculations and 
decisions based on their own data sets, we start by looking at the cost of storing 6TB of 
data (a single LTO-7 tape) using Amazon Glacier versus Iron Mountain. While it’s unlikely 
that an organization would store a single tape offsite, this analysis makes it easy to 
compare costs for any size of storage requirement. We will then examine the cost of 
storing a data set starting at 200TB, a much more typical data center scenario. Rather 
than focusing exclusively on storage costs, we analyze restore costs, restore  
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performance, TCO, true geographic separation, and examine lesser discussed topics 
such as vendor lock-in and the value of genetic diversity in storage mediums. The goal of 
this paper is to allow data users, large and small, to make decisions about data storage 
providers based on the whole of parameters which are so important in assuring long-
term digital preservation.  

 

Iron Mountain 

 

Iron Mountain has become the de facto standard in offsite data storage, protecting 
organizational assets since 1951. By offering onsite pickup and drop-off services, Iron 
Mountain has streamlined the process of storing and retrieving an organization’s data 
on tape offsite. Based on weekly pick-up and drop-offs via secure transportation, 
customers have reliable and predictable storage transportation. Customers can access 
their data in as little as three hours. Media is stored in secure containers, in an 
environmentally controlled environment, to ensure long-term media survival  
(typically 30 or more years for tape). 
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What is Amazon Glacier 

 

 
Amazon Glacier offers customers the ability to store and access their data over the 
internet. Glacier is part of Amazon’s Web Services, which is commonly referred to as 
 the premier public cloud offering. It is primarily used for archiving and long-term 
backup, but is fully integrated into Amazon’s other public cloud offerings. Amazon 
Glacier provides three options for access to archives, from a few minutes to several 
hours with standard access time being between three to five hours. This is the wait  
time to download the data you have requested. Depending on the size of the data set 
and network connection, the amount of time until your data is ready to be used will 
vary. The more an organization pays for network bandwidth, the faster data will  
be downloaded. 

In late November of 2018, Amazon announced a new tier of storage -- Amazon Deep 
Glacier -- that delivers storage for as low as $0.00099 per GB per month and is expected 
to be available some time in 2019. Similar to Amazon Glacier, the new Deep Glacier 
storage tier is not designed to be used as a storage tier when data needs to be accessed 
in any quick fashion. The Deep Glacier tier of storage will make data available within 12 
hours, and at that point, users can begin their download. Data can be made available 
sooner, but that speed of access comes at a price. At the time of this paper, only the 
storage prices have been published, but nothing has been published on the cost to 
retrieve data, or the cost to retrieve data sooner than the 12 -hour announced  
time of access.  
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Cost Comparisons for 9TB of Data Storage 
Let’s examine the data lifecycle of a single tape that represents a critical imaging scan 
that is a total of 9TB in size. This body scan has the potential to be involved in the cure 
for cancer and must be permanently retained in the event that reevaluation is needed in 
the future. In a traditional data center, there is a good chance this data would be stored 
on tape (most likely LTO tape technology). LTO is by far the most commonly used data 
tape technology today. If LTO-7 Type M tape technology is used, this data set will be 
stored on a single LTO-7 Type M tape. For security and data availability, a second copy is 
being made for disaster recovery purposes. The question becomes: What is the best 
method of storing this second copy of data? We examine the options of storing the 9TB 
image in the cloud (Amazon Glacier and Deep Glacier) or the more traditional method of 
vaulting the data in an offsite data repository (Iron Mountain).  

A cost analysis is performed with the following parameters: 

• Base 10 calculations when converting TB to GB 

• An LTO-7 Type M tape at list price at time of publication is used ($107 per 

cartridge) 

• Iron Mountain’s list pricing is used 

• Amazon Glacier and Amazon Deep Glacier published pricing is used 

• This is a storage-only calculation 

o No cost for bandwidth to get data to the cloud 

o No cost for a tape library to get data onto tape 
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To store a single LTO-7 Type M tape (9TB of uncompressed data), Iron Mountain will 
charge $12.00 to store the tape for 1 year – equivalent to $1.00 per month for storage. 
Converted to a cost per GB, this would cost $0.00011 per GB per month. To store the 
same 9TB of data in Amazon Glacier, Amazon will charge $0.0046 per GB per month 
which equates to $27.60 per month or $331.20 per year. Using Amazon Deep Glacier to 
store the same 9TB of data, the charge would be $0.001 per GB which equals $9.00 per 
month or $108.00 per year. An organization would save $2,317.00 over 5 years by 
storing a single tape using Iron Mountain storage services versus Amazon Glacier 
services and a $373.00 savings over using Amazon Deep Glacier. The five-year savings is 
compelling. If this data is to be archived for decades, or indefinitely as the above 
scenario is set, the savings become game changing. 

As with any technology, new generations and advancements occur on a regular basis. 
Tape is no different. The LTO tape technology roadmap shows a strong future with 
projections through LTO-12. In 2017 the LTO-8 tape technology became publicly 
available with an astonishing 12TB of uncompressed capacity on a single tape. With the 
release of a new tape technology the initial price of media is high but with the additional 
capacity it provides a solid option for organizations. The cost of LTO-8 media is expected 
to be greatly reduced when supply issues have been resolved. This is expected to  
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happen in 2019 where the cost of a single LTO-8 tape is expected to be 35%-45% less 
than the current cost per tape. For the purpose of this paper we have used current  
list price of media, but cost savings are expected to be greater as LTO-8 media  
prices reduce. 
 

 

 
When a new tape technology comes out, an organization using Iron Mountain would 
pay the same amount for their storage because Iron Mountain bills per tape cartridge, 
not by the capacity it holds. When LTO-8 tape technology becomes more cost 
advantageous, an organization will be able to gain 33% on their storage capacity without 
realizing any additional storage costs. It is important to note that these calculations are 
not using compression which will further move finances in the favor of “per tape” 
storage cost versus “per GB” storage cost. Public cloud providers use the “per GB” 
method of calculating monthly storage costs based on the amount of data stored during 
the month. As data sets increase in size, the bill received from the cloud vendor will 
increase as well. 

As the above example points out, storing one LTO-8 tape (12TB of uncompressed data) 
via Iron Mountain remains steady at $12.00 per year – equivalent to $1 per month. Due 
to the increase in data being held on that tape however, we now see cost per GB drop 
significantly to $0.000083 per GB per month. To store 12TB of data in Amazon Glacier at 
$0.0046 per GB per month, storage costs will increase to $55.20 per month – equivalent 
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to $602.00 per year. An organization can save $3,012 over 5 years by storing a single 
LTO-8 tape using Iron Mountain storage services versus Amazon’s Glacier storage 
services. When organizations use Amazon Deep Glacier at $0.001 per GB per month, the 
storage costs will be $12 per month, and $84.00 per year. A total savings for 5 years 
would equal a $420.00 savings using Iron Mountain vs Amazon Deep Glacier.  

Capital Expense (CapEx) versus Operational 
Expense (OpEx) 
The above cost analyses do take into account the cost of each physical tape (CapEx), but 
they are primarily aimed at OpEx, the operational cost of moving and storing data. 
When comparing any “on-premise” data storage approach to a similar “cloud” storage 
approach, the conversation of CapEx vs. OpEx is an important one. Is it more affordable 
to own storage equipment (on-premise) or outsource that cost (cloud)? There are many 
pros/cons that could be covered, but we will start with cost. 

In our first example above, it would be improbable that one would buy an automated 
tape library to deal with a single tape. If the backup data set is truly 9TB, even though 
the cost of storing a single tape for 5 years in Iron Mountain ($160) would be much less 
than 5 years in the cloud ($2484 using Amazon Glacier), the cost of a small tape library 
to deal with a single tape would negate the savings for many years. Many factors have 
to be examined. Do you currently have a tape library or will you be purchasing a new 
tape library? What will the salary be for the individual maintaining the tape library? 
What will the salary be for the individual maintaining the system sending data to the 
cloud? While it would be impossible to set every parameter for every data center in this 
white paper, it is important to introduce the cost of the tape library itself.  
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Total Cost of Ownership Example 

 

For the next example, we take a “real world” look at comparing Iron Mountain and 
Amazon Glacier using our own Spectra Logic data center in Boulder, CO. The following 
example uses real costs, data sets, ecosystem requirements, recovery time objectives 
(RTO), and service level agreements (SLA). Spectra uses this storage as a disaster 
recovery option, and only accesses this data on an as-needed basis (rarely). 

When looking at a true Total Cost of Ownership, or TCO model, there are a number of 
other factors that must be considered above and beyond the cost of storage alone. 
When dealing with a cloud provider, these costs are not as easily identified as with 
traditional, hardware-based solutions due to the vast amount of options, billing 
parameters, recall fees, and early deletion fees associated with public cloud offerings. 
For this TCO model we attempt to identify all costs associated with using Iron Mountain 
and Amazon Glacier for a backup/disaster recovery storage workflow. Due to the fact 
that the new Amazon Deep Glacier tier of storage has not published costs to access and 
download, that tier of storage is not used in this example. This TCO analysis is 
performed with the following parameters which represent Spectra’s needs: 
 

Data Capacity Requirements:  

• 200TB starting capacity 

• Steady growth rate of 5TB each month.  

o Note that Spectra assumes that it will keep versions of projects and 
files, which is why the steady growth rate. 
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• 1 Year analysis for data storage  

• Begins in January and ends in December (12 months later)  

• Ending capacity 255TB capacity 

Iron Mountain Storage Specifics: 

• $3,100 in LTO-7 Type M media (29 tapes – enough media for full year) 

• Using small containers that hold 10 tapes per container 

o Cost = $10.00 per container 

• Contract states that Spectra cannot exceed 8 containers (80 tapes) 

• Weekly pickup and drop-off by Iron Mountain from Spectra costing $185 per 
month 

• For a special request to bring back a full tape set from Iron Mountain it would 
take 3 hours and there would be an additional charge of $170.00 

Cloud Storage Ecosystem Specifics: 

• Amazon Glacier for cloud storage 

o $0.0046 per GB per month for storage  

• Trickle data to the cloud using 150 Mbps connection. (This is the best price 
Spectra could find to connect from its Boulder facility.) 

o Cost = $259.90 per month 

• Ability to transfer 1.62TB per day, if using full bandwidth potential for 24 hours 

• To pull full data set out of cloud after one year (255TB capacity), it would 
require 260 days for a full retrieval of the data set without increasing the 
network connection. 

• It would cost over $20,000 in retrieval costs from Amazon Glacier to access the 
full data set based on per GB retrieval fees.  
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Tota l  cost  o f  ownersh ip  resu l ts  
 

I ron  Mounta in  cost  ana lys is  

 

Amazon Glac ie r  cost  ana lys is  
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Tota l  Cost  o f  Ownersh ip  Compar ison  

 

When examining the storage costs associated with keeping a disaster recovery copy in 
Iron Mountain (Orange) vs Amazon Glacier (Blue), it is clear that choosing Iron Mountain 
is much less expensive than using the public cloud. With a cost savings of just under 
$10,000 per year, organizations looking to secure their data at an affordable price can 
choose Iron Mountain and realize substantial savings over public cloud offerings. 

Total Solution Analysis 
In the next example we look at a full solution setup where an organization is starting 
from scratch and deciding which option works best for their organization.  

In this example we look at a 5-year total cost of ownership with the following 
assumptions and parameters: 

• 5-year model starting with 200TB of data  

• Growing by 5TB per month 
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• Tape library purchase in month 1 for Iron Mountain example 

o Spectra Stack Tape Library  

o 2 * LTO-8 Tape Drives 

o 56 LTO-7 Type M tapes  

 Tape purchases occur yearly when tapes are needed 

o Slot licenses for 60 Tapes 

o Total cost of hardware = $14,500 

o Total cost of media = $6,306 

o Annual maintenance on the Spectra Stack tape library next business day 

• Iron Mountain offsite data storage service 

o Same pricing as used in Spectra Logic example – Iron Mountain list 

pricing 

o Using small containers that hold 10 tapes per container 

 Cost = $10.00 per container 

o Contract states that Spectra cannot exceed 6 containers (60 tapes) 

o Weekly pickup and drop-off costing $185 per month 

• Amazon Glacier Public Cloud Storage 

o Same pricing used in Spectra Logic example – published pricing 
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*Appendix A - Full monthly breakdown of all costs 

This example points to a common phenomenon in comparing on-premise storage to 
cloud storage – on-premise storage for year 1 is significantly higher in CapEx than cloud 
and vice versa. OpEx is significantly lower in year 1 for on-premise and vice versa. 
Factoring in the cost of a tape library still shows a significant savings over utilizing a 
public cloud such as Amazon Glacier over 5 years. With the given data set, hardware, 
and retention period, Amazon Glacier is still more than twice the cost of installing a tape 
library and utilizing Iron Mountain. The breakeven point for on premise cost occurs in 
the 15th month, or just over a year into this example.  
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There are some other advantages to the CapEx model, for instance with only the cost of 
additional media the user can make a duplicate set of tapes to reside at their facility. All 
tape media can be encrypted with the library’s built in encryption/key management 
system, and in many cases the same library can be used for other applications. 

What Do You Do When a Disaster Hits? 
When organizations experience an event resulting in significant data loss, it is commonly 
referred to as a disaster. This could be the result of human error, natural disaster, or 
cyberattack. It could affect a single server, group of servers or take out an entire data 
center. The earlier calculations focus on how we make copies of data and move it out of 
the way of a possible disaster; but, it’s only half of the equation. It’s the half we usually 
think of before the disaster strikes. Disaster recovery planning requires that the second 
half of the equation be considered ahead of time as well – How do we get the data back 
after the disaster?  

Recovery of data is the only reason we’ve done any of this, so that’s where true forward 
thinking and planning come into play. By understanding the amount of downtime which 
can be absorbed without impacting day-to-day operations, the size of the data set, the 
tools necessary to recover the data, the means by which the data will be transferred 
back, and the cost associated with recalling part, or all, of your data, organizations can 
make informed decisions and be prepared for any disaster.  

Amazon Glac ie r  Re t r ieva l  Considera t ions  

 
 

One of the major limiting factors to accessing data stored in the cloud is network 
bandwidth. This is an insignificant problem when accessing a few files, but becomes a 
much larger consideration when large data retrievals are required. One must keep in 
mind that existing corporate bandwidth used for daily operations will now be shared 
with the restoration process. Rarely if ever is an organization willing to stop all typical 
use of their WAN connection until a large data restoration is completed. The 
calculations above are based on a 150 Mbps trickle feed rate to move data into the 
cloud. If this same bandwidth were wholly dedicated to a full disaster recovery of 440TB 
of data, that would be a 284-day recovery period! Even using a wholly dedicated 10 
Gbps bandwidth, which is highly unlikely and cost prohibitive to be available solely for 
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data recovery, the restore period would run for over 100 hours. When downloading 
large data sets, the potential to over utilize available bandwidth is virtually a given, and 
would cripple existing corporate operations.  

Another important consideration in cloud data retrieval is the cost associated with 
accessing your data. When using a public cloud such as Amazon Glacier, users don’t 
actually own their data but rather rent it from Amazon. If users need it back, they have 
to pay for it. Data that costs less than half a cent per GB to store will cost 5 cents per GB 
to retrieve. You have to pay a 1,000% increase on your storage costs to recall that data.  

 

I ron  Mounta in  Ret r ieva l  Cons idera t ions  

 

 
Iron Mountain provides a very straightforward process for data recovery. Each Iron 
Mountain customer has a set contract, laid out at the beginning of the service 
agreement that explains all costs associated with recalling and transferring data back to 
the organization. There are no third-party considerations (such as bandwidth providers) 
or impact on existing operations associated with data retrieval. While important for any 
data recall, this is mission critical in crisis mode operation during a disaster recovery.  

If time is not the highest of importance, a request can be made to bring back any 
number of tapes on the next scheduled delivery at no additional cost to the 
organization. If data is needed sooner than the normal service will accommodate, Iron 
Mountain offers two expedited services for customers. For $130 a delivery can be 
scheduled for up to 1 truck load of tapes, containing tens of petabytes of data, to be 
delivered within 24 hours. For the Spectra Logic example, above, the entire data set 
could easily be retrieved in a single trip. In the event that data needs to be accessed 
sooner, a critical trip can be scheduled at a cost of $170, and a truck load of tapes can 
be delivered within 3 hours.  
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Large Data Set Retrieval Costs 
There is no question that a single file or small data set restoration is significantly less 
expensive and very simple using cloud storage. As this paper points out in opening 
statements, that’s a great fit for the cloud. It’s the restoration of large data sets that 
break the cloud model. Looking at the Spectra Logic example mentioned, let’s examine 
the impact of a disaster recovery 33 months into the model. Spectra would have 
accumulated 360TB of data. Having experienced a major disaster in which all data was 
lost, they would need to recall the full 360TB as quickly as possible.  

Amazon Glac ie r  Restora t ion  
Data set size in TB Data set size in GB Cost to retrieve data per GB Total cost to retrieve data 

360  360,000   $0.05   $18,000.00  

 
It would cost $18,000 to recall the full 360TB. More importantly, it would take a total of 
233 days to recall the data based on the 150Mbps network connection currently in 
place. For an organization that needs their data immediately, waiting for over 200 days 
would most likely drive them out of business. An option is to increase network 
bandwidth, but this is very costly, and not easily done. When dealing with bandwidth 
contracts and terms of service, it is impractical if not impossible to significantly increase 
performance for a few weeks. 

I ron  Mounta in  Restora t ion  
Trip Type Deliver Time Data Retrieved Total cost to retrieve data 

Critical Trip 3 Hours 360TB  $170.00  

 
It would only cost Spectra Logic $170 to do, via Iron Mountain, the full 360TB 
restoration, and they would have access to their tapes within 3 hours where they can 
begin accessing their data. With two LTO-8 drives that can read data at 360MB/sec it 
would take less than 6 days to restore all the lost data. No other changes, charges, 
contracts, or unexpected bills would be associated with their retrieval of data. 
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Still Headed to the Cloud? 
As stated earlier in this paper, there are many reasons to utilize cloud services. Although 
the cost for long-term storage, and the bandwidth required for disaster recovery of that 
storage, don’t seem to be competitive from a cost perspective, there are still mandates 
by some organizations to, “put everything in the cloud.” 

When archiving to the cloud, there is still a simple way to make the experience less 
costly, more predictable for budgeting and assure your organization is not “locked in” to 
a given cloud provider – the often-unfortunate experience of “vendor lock-in.” Topping 
the list of cloud best practices is to keep a copy of the data locally. Even a small tape 
library, with tapes ejected to onsite vault storage, will offer multiple advantages for 
minimal cost.  

First and foremost, maintaining a local copy of data allows organizations to switch cloud 
vendors should their prices rise, quality of support fall, or execution of SLAs be missed. 
After years of a “trickle feed” approach to slowly moving data to the cloud, most 
organizations are not prepared to bring the data back. The performance figures just 
mentioned make that clear – showing a wholly dedicated 150 Mbps download requiring 
233 days to bring back 360TB of data. While a full disaster seems unlikely you’re willing 
to take that risk, is it really unlikely that you will never change cloud providers? The time 
to retrieve data and the cost to retrieve data remain the same regardless of the reason 
it is brought back, and it may well keep an organization locked into the first cloud 
provider they worked with regardless of service. By keeping a local copy of data, cloud 
data sets may be deleted when a contract expires with no additional cost for restore or 
bandwidth. Simply move the local data set to the new cloud provider. It’s also a 
compelling insurance policy should the cloud provider go out of business or suffer their 
own catastrophic loss via natural disaster or cyberattack. 

Cyberattack is the second reason for keeping a local copy of data on tape. Cyberattacks 
are becoming more and more common. From “ransomware” that encrypts disk-based 
data and demands payment, to international attacks on commercial organizations such 
as Sony Pictures, any data resting on disk that is accessible is vulnerable. As many cloud 
facilities store data on inexpensive disk, this data is not truly offline from an attack. With 
tape, an ‘air gap’ can be created ensuring that the media is not attached to the network, 
which prevents the data from being hacked. Tape is only online when the tape cartridge 
is mounted in the drive. When tape is stored offsite, it is fundamentally secure from 
cybercrime. In addition, the “genetic diversity” offered by having two wholly different 
types of media protecting data gives better assurance that it will survive such attacks. 
Malware aimed at disk storage cannot penetrate tape storage.  

Finally, we come full circle to cost. It is easy, fast and inexpensive to restore single files 
or small data sets from the cloud. If that is the majority of restores, users are good the 
majority of the time. When users do find that you need a large restoration, what does 
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that unexpected cost do to your budget? That’s a good time to rely on a simple, quick 
restoration from onsite tape.  

One might argue that the cost of Amazon’s services could come down over five years. 
That is certainly likely. However, the media cost of the tape library system will also come 
down over the five-year period, this has not been reflected in our models. Furthermore, 
over the next five years the user could upgrade to support LTO-8, LTO-9 and possibly 
LTO-10 to gain ever higher throughput and capacity at lower media costs. 

Next Steps? 
The intention of this paper is to show the major differences between archiving to the 
cloud versus archiving to a remote repository. It would be impossible for one paper to 
address the needs of all organizations. The calculations performed for this paper are 
very straightforward. Specific data centers, content repositories, data sets and client 
needs are rarely so straightforward. Spectra offers onsite consultation with extremely 
detailed calculators and site analysis to give a dollar-for-dollar, service-for-service 
analysis of your specific data center. Our Solutions Architects will compare the cloud 
vendor of your choice with the offsite repository (or onsite vault) of your choice to 
provide exact costs and SLAs for your specific environment. This complimentary service 
can be scheduled through your Spectra Sales Associate or Spectra Professional Services 
Associate at your convenience.  
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About Spectra Logic  

Spectra Logic develops data storage and data management 
solutions that solve the problem of long-term digital 
preservation for organizations dealing with exponential data 
growth. Dedicated solely to storage innovation for 40 years, 
Spectra Logic’s uncompromising product and customer focus 
is proven by the adoption of its solutions by leaders in 
multiple industries globally. Spectra enables affordable, multi-
decade data storage and access by creating new methods of 
managing information in all forms of storage—including 
archive, backup, cold storage, private cloud and public cloud. 
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